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Testing normality in random variables with QQ-plots and 
estimating the parameter λ in the Poisson Distribution 
Dylan Bolger 

Introduction 
The quantile-quantile plot is a good measure to review how much a distribution compares to a 

normal distribution. Simply put, we can draw a line starting at either the bottom or the top of the left-

most point on the graph. We choose the bottom or the top depending on how the right-most point is 

placed: if the right-most point is higher than the left-most point, the line should start above the left-

most point, otherwise. For the right-most point, it should be the opposite vertical location compared to 

the left-most point. 

 

In this example, the left-most point is lower than the right-most point. In this case, we should start the line on top of 

the left-most point and end it below the right-most point. This red line against a QQ-plot gives us an idea of if a 

distribution is normal or not with a large enough n (n > 30). 

With this in mind, we can begin plotting some distributions and seeing how they compare to 

normal distributions. 

Methodology 
The way I will be testing the random variables is by using the following steps: 

1. Create 100 random numbers (with specific parameters that will be described in each test).  

2. Sort the numbers in ascending order. 
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3. Assign a rank value in ascending order, starting at 1 and ending at 100. 

4. Calculate the rank proportion: 

a. Subtract 0.5 from the rank value of the random number, then divide by the total 

number of random numbers, which is 100. 

5. Obtain the z-score that corresponds to the rank proportion. 

 

The first 45 uniform random numbers generated with their respective rank value, rank proportion, and z-score. 
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Plotting Uniform Random Variables 
By creating some uniform random variables, we can create a QQ plot of the data and determine how 

similar it is to a normal distribution. 

First, I created 100 random numbers between 5 and 8 inclusive using the 3 * RAND() + 5 function in 

Excel. After this step, I followed steps 2 through 5 in the methodology section. 

Finally, I plot the z-scores with respect to the random value that was generated. 

The uniform random variables plotted against their z-scores. 

When the red line is drawn on the graph, I observed that many points do not lie on the line. 
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From this observation, I can conclude that the uniform random variables do not follow a normal 

distribution. 

Plotting Exponential Random Variables 
Like the previous section, I generated 100 random numbers; this time, the numbers are exponential. I 

used the function –LOG(RAND()) in Excel to produce the numbers. Following the same steps as last 

time, I create a QQ plot to represent the data. 
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Using the same “normal” line comparison, I observed that the exponential random variables do not 

follow a normal distribution. 
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Plotting Normal Random Variables 
Using the NORMINV(RAND(), 5, SQRT(2))  function in Excel, I produced 100 normal random 

variables following the same methodology of the previous two types of random variables. These values 

each have a random probability on the normal distribution curve. All of the values have a mean of 5 and 

a standard deviation of the square root of 2. 
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I conclude that the datapoints generated from N(5, sqrt(2)) follow a normal distribution. Most of the 

datapoints in the random normal variables do lie within the line drawn. 

Confidence Intervals 
Now that I have a normal distribution, I can find the 90%, 95% and 99% confidence intervals of this 

dataset. Each of the confidence intervals contains the true population mean. Since we will later see that 

all confidence intervals include the number 5 (the true population mean), I can conclude that each of 

these confidence intervals include the true mean value. 

To calculate the length of the intervals, I recalled the formula for getting the confidence 

interval’s upper and lower bounds: 

 

90% Confidence Interval 
I plugged in 5 for Xbar. I use 1.645 as our Zalpha/2 since that is the standard z-score of the 90% CI. For sigma, 

I plugged in the standard deviation, which is the square root of 2, and for n, the number of values 

produced, which is 100. 

 

I calculate the right side of the plus/minus to get the standard error: 

 

To get the lower bound of the 90% interval, we subtract the standard error from the sample mean: 

 

The upper bound is the additive side. 

 

The resulting 90% confidence interval: 

 

To calculate the length of the confidence interval, we subtract the lower bound from the upper bound. 

 

As previously mentioned, the number 5 lies within this interval.  
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95% Confidence Interval 
Zalpha/2 in this case is 1.96. All other values are the same. 

 

Following the same steps as before to get the standard error: 

 

The lower and upper bounds: 

 

 

The 95% confidence interval: 

 

The length of the 95% confidence interval: 

 

99% Confidence Interval 
For the sake of brevity and making this document shorter, I will use the CONFIDENCE Excel function to 

calculate the last confidence interval. The confidence function will calculate the standard error. After we 

have the standard error, like in the previous sections, we will subtract/add that to the sample mean.  

=CONFIDENCE(1-0.99, SQRT(2), 100) 

For the first value in the function, we want the alpha of the confidence interval. The alpha refers to the 

difference in area under the set and the percentage of confidence we want. The next parameter is the 

standard deviation. The last value is the number of samples. 

 

The 99% confidence interval: 

 

The length of the 99% confidence interval: 
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Conclusion 
Below is a summary of the confidence intervals with their respective lengths: 

90% Confidence Interval 

• Interval: [4.767, 5.233] 

• Length: 0.466 

95% Confidence Interval 

• Interval: [4.723, 5.277] 

• Length: 0.554 

99% Confidence Interval 

• Interval: [4.636, 5.364] 

• Length: 0.728 

I can tell by looking at this data that the shortest interval is the 90% confidence interval, and the longest 

interval is the 99% confidence interval. There emerges a pattern here: the larger the confidence interval, 

the larger the standard error, and as a result, the length of the interval is larger on both sides of the 

sample mean. 

Estimating λ in the Poisson Distribution 
To estimate λ in the Poisson distribution, first look at the definition of the Poisson distribution. 

 

This can be reworded to the probabilities of each x given λ: 

 

For each x passed in, we want to multiply that by each other. We can use the product notation to 

denote every x passed in. 

 

Next, we need to simplify the product on the right. We can begin by plugging in the probability mass 

function for P (xi| λ) 
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To further simplify this result, we can split the product notation into multiple product notations:  

 

By the properties of the product notation, we can simplify the numerator further. The product of e to 

the negative λ can be changed to e to the negative n times λ since we take this to the power of n. The 

right product of the numerator can be simplified to a summation in the power since the power contains 

the values being summed. The denominator will remain the same as it cannot be reduced any further.  

 

Next, we want to take the log of both sides of the equation. This will reduce our exponent and powers. 

 

Using natural log rules, we can simplify. The following are the rules used: 

•  

•  

•  

 

We can now take the derivative with respect to λ of our simplified equation. The derivative provides us 

with the estimator λ hat. 

 

To note: The summation on the right side of the equation is treated as a constant. We keep it in the 

result of the derivative since it is being multiplied by a λ. 

Also, to note: The product on the right side of the equation has no λ and is also a constant – in this case, 

this product will result in a 0 when the derivative of it is taken. 

We use the following derivative rules to solve for the derivative: 
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•  

•  

 

Now that we have a simplified equation, we need to solve it for λ. We can set the previous result equal 

to zero. 

 

Add positive n on both sides of the equation: 

 

Multiply by λ on both sides: 

 

Divide by n on both sides to solve for λ: 

 

Variable n will cancel on the right side, leaving us with: 

 

Recall that the definition of x̄̄̄̄ (the sample mean) is as follows: 

 

We can say that the two are equal: 
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Proof 
We need to prove that the natural log of λ is maximized when λ is equal to λ hat. We want to show that 

if we take the second derivative of the natural log of the equation, we produce a value less than 0. 

When the value is less than 0, the value is not valid meaning the previous derivative was the maximum 

likelihood estimator.  

We take the second derivative with respect to λ of the equation by taking the derivative of the previous 

derivative: 

The previous resulting derivative: 

 

The second derivative: 

 

The derivative of the constant negative n is 0. We once again take the summation as a constant with 

respect to λ, so the summation stays around again. Recall that the derivative of a positive fraction will 

produce a negative fraction. The result of the second derivative is: 

 

Looking at these two values, we can put some thought into what values will be produced out of them. 

For the summation, we know that since there is no negative x or n, this will always produce a positive 

number: 

 

Ignoring the negative sign in front of the right side, we know that the denominator will always produce a 

positive result for any positive or negative λ, since a negative or positive value squared will produce a 

positive number. Let’s assume λ is 10: 
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Now we can use these ideas and replace them in the actual result: 

 

Plugging in the number 1 as a ‘positive result’ (even though this value technically isn’t possible due to 

the fraction – this is just to show what will result out of the right side). 

 

This is a negative number, which is not possible. This proves that the maximum likelihood estimator for 

the λ parameter must be λ hat, which is also known as the sample mean of n. 

 

 


